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Different VFMs excel at different tasks — what if 
we could combine their strengths?
Introducing SAK: a “Swiss Army Knife” 
approach that preserves and exploits the 
unique representation biases of each model 
during distillation, optimizing their power for 
multiple downstream tasks.
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Motivation
• VFMs are pretrained on diverse datasets, 
image resolutions, and objectives, introducing 
representation biases
• No single model achieves consistently 
superior performance across all domains
• Multi-teacher VFM distillation is effective and 
efficient, but many-to-one distillation risks 
eliminating the teacher biases and strengths,
highlighting the importance of maintaining 
biases during distillation

Can we preserve the representation biases of 
multiple VFMs during distillation to maximize 

multi-task performance?
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